Comparison between Hirschberg’s algorithm and Needleman-Wunsch algorithm in finding optimal alignment in terms of search space and time complexity
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Background
DNA sequences, which are the data representation in this work, are not neatly arranged sequences that store organisms genetic. Specifically, the information is encoded using four key chemicals, adenine, thymine, guanine and cytosine (abbreviated as A, T, G and C)\(^1\). This biological sequence data can be obtained from variety of public and private databases. With the growing amount of data, it became impractical to analyze DNA sequences manually, so faster algorithms and tools are needed. Sequence analysis is the process used to find information about a nucleotide or amino acid sequence using computational methods\(^2\). Sequence comparison, which is the fundamental procedure of analyzing sequence content, is regarded as one of the most fundamental problems of computational biology that usually solved with a technique known as sequence alignment. Sequence alignment can be defined as the problem of finding, which parts of the sequences are similar and which parts are different. Sequence alignment is a computationally challenging problem of paramount importance and is a fundamental operation performed in computational biology research. The goal is to produce the best alignment for a pair of DNA or protein sequences (represented as strings of characters). A good alignment has zero or more gaps inserted into the sequences to maximize the number of positions in the aligned strings that match. For example, consider aligning the sequences ATTGGC and AGGAC. By inserting gaps (-) in the appropriate place, the number of positions where the two sequences agree can be maximized: ATTGG-C and AGGA-C\(^3\). The sequence alignment problem can be illustrated as, given a scoring function that measures the score of aligning characters at the same position from each sequence, calculate the total score of the alignment by adding the scores of all positions and find the maximum total score of every possible alignment.

One of the main problems in the comparison of sequences of biological data is an effort to determine their degree of similarity. Accordingly, many available algorithms and techniques in solving the problems of sequence alignment. There are many algorithms that maximize speed and do not concern with the accuracy of the result.
alignment. In contrary, there are many algorithms that maximize accuracy and do not concern with the speed. Most current sequence comparison methods used in practice, such as, BLAST and FASTA are based on Heuristics, which are much faster, but do not provide optimal results. There are many algorithms written that use the approach of Dynamic Programming. However, Needleman-Wunsch algorithm was the first to introduce Dynamic Programming to compare biological sequences for finding the global alignment between two sequences. Global sequence alignment is comparing the sequences entirely and it is most useful when the sequences in the query set are similar and of roughly equal size. The Needleman-Wunsch algorithm consists of three steps: first, initialization of the dot plot, score and the traceback matrices, second, calculation of scores and filling in the score and traceback matrices, third, deducing the alignment from the traceback matrix. When the steps were implemented there are three matrices produced, the dot plot matrix, the score matrix and the traceback matrix.

To improve the original algorithm performance, few modified forms have been proposed. These forms supposedly are faster and less computationally expensive without compromising the quality of the results. Hirschberg’s algorithm, which is an improved version of Needleman-Wunsch algorithm, considers one of the improved algorithms to find optimal alignment. While the Needleman-Wunsch algorithm works well for sequence alignment, its space complexity (O(mn)) limits the size of sequences it can align. Hirschberg’s algorithm uses a divide and conquer strategy to decrease the space requirement. Specifically, for two sequences (m and n) the first string is cut (m1 and m2) and the second string is cut in a corresponding place (into n1 and n2). The alignment is then solved recursively on m1 and n1, and m2 and n2. It is important to note that the two sub-strings (i.e. n1 and n2) need not have the same length.

In this work, we will evaluate and compare the performance of Hirschberg’s algorithm and the original Needleman-Wunsch algorithm in finding optimal alignment in terms of search space and time complexity without compromising the accuracy and efficiency when analyzing large sequences. This work only focuses on similarity, as it is the preferred choice for biological applications.

Methods

The main aim of this study is to evaluate Hirschberg’s algorithm in terms of search space and time complexity by comparing it to the original Needleman-Wunsch. The main variable is pairwise alignment execution time in milliseconds, which is used to evaluate the performance of both algorithms. The lesser the time, the better the performance. Other variables are the match and gap scores, which are used to test if the algorithms are producing the same alignments; hence, they are theoretically comparable.

The variables are generated by aligning a fixed sequence (GenBank accession ID: EF445041) against other sequences. The sequence alignment is carried out in pairwise fashion using both algorithms; Needleman-Wunsch algorithm (NW), and Hirschberg’s algorithm. The sequences will be obtained from National Center for Biotechnology Information (NCBI) Nucleotide Database. The sequences are randomly selected from a list containing Homo Sapiens genomic DNA sequences, which are 190 to 200 bp in length. For each algorithm, execution time, number of matches, and gaps will be reported and documented in separate excel sheet. Then, appropriate R statistical tests are done on both methods results. Python version 2.7.0 has been used to code both algorithms. One laptop has been used for both codes, to reduce hardware biases, with the following specifications: 3.1 GHz Intel Core i7 processor, 16 GB 1866 MHz DDR3 Memory, Intel Iris HD Graphics 6100 1024 MB GPU, macOS Sierra Operating System version.
12.12.1. R version 3.2.3 is used to conduct the appropriate statistical tests.

Statistical Analysis

For each algorithm execution time in milliseconds, number of matches, and number of gaps are reported and documented in a separate excel sheet. Data from 50 sequences has been used to evaluate feasibility and generate the preliminary data. Descriptive statistics of the main variable, execution time in milliseconds, has been used to calculate the appropriate sample size, which turned to be 127 in each arm assuming that we are looking for at least 5 milliseconds difference between the 2 algorithms (80% power and 5% significant level). Sample size has been calculated using the following R code:

```r
power.t.test(NULL, 5, 14.15284, .06, .8)
```

For each variable, the data has been visualized using histograms, boxplots, and Quantile-Quantile plots to evaluate normality of the distribution and presence of outliers. Then, means, medians, and standard deviations have been calculated. Welch Two Sample t-test has been used to compare execution time in milliseconds means difference between the two algorithms. Pearson's correlation has been used to test the strength of the linear relationship between the 2 other variables, match and gap scores, between the two algorithms.

Results

For Needleman-Wunsch algorithm, gap and match score data are normally distributed with slimmer histogram patterns, but execution time data is slightly skewed to the left. No gaps in all histograms. In all box plots, the median is almost in the middle of the first quartile (Q1) and the third quartile (Q3), which support normality of the data. Except for execution time. Also, we have few to no outliers in all datasets. The Q-Q plots show that normality is probably a reasonably good approximation except for execution time where we have a light left tail when the time fall under 200 ms. We will assume normal distribution of all data sets (Figure1).
Figure 1: Descriptive statistics for Needleman-Wunsch’s algorithm; Gap Score, Match score, and Execution time in ms.

The mean, median, and SD of match score are (116.2283, 116, and 4.486645 respectively), the mean, median, and SD of gap score are (118.9528, 119, and 5.40555 respectively), and the mean, median, and SD of execution time score are (207.7391, 206.9991, and 8.552902 respectively). In all 3 variables, there is a slight difference between the mean and the median, which support normality of the data.

For Hirschberg’s algorithm, match score data is normally distributed according to histogram patterns, but execution time and gap score data are slightly skewed to the left. No gaps in all
histograms, except for gap score. In all box plots, the median is almost in the middle of the First quartile (Q1) and the third quartile (Q3), which support normality of then data., except for match score. Also, we have few outliers in all datasets. The Q-Q plot for match score shows that normality is probably a reasonably good approximation. The Q-Q plot for execution time has a left tail when the time fall under 430 ms and a right tail above 465 ms and The Q-Q plot for gap score has a right tail when score goes above 50. We will assume normal distribution of all data sets (Figure 2).

![Figure 2: Descriptive statistics for Hirschberg's algorithm; Gap Score, Match score, and Execution time in ms.](image)

The mean, median, and SD of match score are (100.0394, 100, and 5.269562 respectively), the
mean, median, and SD of gap score are (34.37008, 34, and 7.118948 respectively), and the mean, median, and SD of execution time score are (448.0866, 447, and 13.48722 respectively). In all 3 variables, there is a slight difference between the mean and the median, which support normality of the data.

Since we are conducting a parametric test(t-test), we must first start with the test for equality of variances (F-test) for execution time in both algorithms. The null hypothesis H0: the execution time in milliseconds variances is equal in both
algorithms. The alternative hypothesis H1: the execution time in milliseconds variances is not equal in both algorithms.

The F test value is 2.4867 and the p-value is less than 5.211e-07, which is highly statistically significant. We have enough statistical evidence to reject the null hypothesis and accept the alternative hypothesis. Inequality of the variances will be assumed when conducting t-test for execution time.

The null hypothesis H0: the execution time in milliseconds means are equal in both algorithms. The alternative hypothesis H1: the execution time in milliseconds means are not equal in both algorithms.

The Welch Two Sample t-test value is 169.6 and the p-value is less than 2.2e-16, which is highly statistically significant. We have enough statistical evidence to reject the null hypothesis and accept the alternative hypothesis. Needleman- Wunsch algorithm execution time mean, which is 207.7391 ms, is less than Hirschberg’s algorithm execution time mean, which is 448.0866 ms. Needleman- Wunsch algorithm has faster execution time than Hirschberg’s algorithm.

Match score values are highly correlated between the algorithms. Correlation coefficient r=0.7458468, p-value less than 2.2e-16, which is highly statistically significant. Gap score values are very weakly correlated between the algorithms. Correlation coefficient r=0.02170071, p-value =0.8087, which is not statistically significant. (Figure 3) is showing scatter plots for the variables in both algorithms.

Match and gap scores are used to test if the algorithms are producing the same alignments; hence, they are theoretically comparable.

Discussion
The main objective of this study is to evaluate Hirschberg’s algorithm in terms of search space and time complexity by comparing it to the original Needleman- Wunsch using pairwise alignment execution time in millisecond. Although some variables data were slightly skewed, as indicated by histograms and Q-Q plots, normality was assumed for all variables. Both F-test and Welch Two Sample t-test were highly
statistically significant to reject the null hypothesis of equal means of the execution time in milliseconds; consequently, the alternative hypothesis is accepted. The original Needleman-Wunsch algorithm is faster than Hirschberg’s algorithm.

Match and gap scores were used to test if the algorithms are producing the same alignments; hence, they are theoretically comparable. Match score values are highly positively correlated (r=0.7458468) and highly statistically significant (p-value less than 2.2e-16) proving that both algorithms output is similar. However, gap score values are very weakly correlated between the algorithms (r=0.02170071) and the test is not statistically significant (p-value =0.8087), which means that both algorithms are producing different alignments; hence, we cannot compare them in terms of performance.

The poor correlation in match score is possibly related to effect of outliers in the data, so non-parametric test, like Spearman’s rank-order correlation, may solve for this problem. Spearman’s rank-order correlation shows close results to Pearson’s correlation. Gap score values are very weakly correlated between the algorithms (r=0.021816) and the test is not statistically significant (p-value = 0.5494). Although our analysis show that Needleman-Wunsch algorithm has faster execution time than Hirschberg’s algorithm, algorithms are not comparable since they are having a different gap score; hence, a different mechanism of action.

Gap score values are still very weakly correlated between the algorithms (r=- 0.05966619) and the test is not statistically significant (p-value = 0.8077). This is enough to prove that presence of outliers is not the direct cause of the weak correlation.

Another possible cause for the weak correlation is a hidden relation between gap scores in certain sequences and execution time, which confounds the final results. To solve for this, all execution time variable outliers have been excluded and only data posing normal distribution are left.

Match score correlation then is conducted on the sample with normal distribution only.

Spearman’s rank-order correlation shows close results to Pearson’s correlation. Gap score values are very weakly correlated between the algorithms (r=0.021816) and the test is not statistically significant (p-value = 0.8077). This is enough to prove that presence of outliers is not the direct cause of the weak correlation.
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